PhyCORE-AM335x RDK Linux Quickstart PD15.1.x

This Quickstart provides you with the tools and know-how to install and work with the Yocto Linux Board Support Package (BSP) for the phyCORE-
AM335x Rapid Development Kit (RDK). This Quickstart shows you how to do everything from installing the appropriate tools and source, to building
custom kernels, to deploying the OS, to exercising the software and hardware. Please refer to the phyCORE-AM335x Hardware Manual for specific
information on board-level features such as jumper configuration, memory mapping and pin layout for the phyCORE-AM335x System on Module (SOM)
and baseboard. Additionally, gain access to the SOM, mapper board, and baseboard schematics for the phyCORE-AM335x RDK by registering at the

following: http://phytec.com/support/registration/.

® 1 Requirements
© 1.1 Hardware
© 1.2 Software
® 2 Getting Started With Binary Images
© 2.1 Connector Interfaces
© 2.2 Booting the Pre-built Images
® 3 About the Yocto BSP
® 4 Development Host Setup
© 4.1 Host Debian Packages
© 4.2 Repo Tool
O 4.3 Server Setup (Optional)
" 43.1TFTP
" 43.2NFS
® 4.3.3 Samba
® 5 Building the BSP from Source
© 5.1 Download the BSP Meta Layers
© 5.2 Start the Build
© 5.3 Built Images
© 5.4 Build Time Optimizations
® 6 Customizing the BSP
© 6.1 Appending Recipes
© 6.2 Adding Packages to the build
© 6.3 Configuring the Kernel
© 6.4 Customizing the Device Tree
® 7 Creating a Bootable SD Card
© 7.1 Kernel
O 7.2 Root Filesystem
© 7.3 Bootloader
® 8 Boot Configurations
© 8.1 Selecting Boot Modes
= 8.1.1 NAND
" 8.1.2NOR
= 8.1.3 SD Card
© 8.2 Basic Settings
= 8.2.1 Expansion Board Settings
= 8.2.2 Network Settings
® 8.2.3 Saving Configurations
© 8.3 Boot Options
= 8.3.1 Stand-Alone NAND Boot
" 8.3.2 Remote Boot
= 8.3.3 Stand-Alone SD/MMC Card Boot
= 8.3.4 Custom Boot
= 8.3.5 Default Boot
® 9 Flashing Images
© 9.1 Barebox
© 9.2 Kernel
© 9.3 Root Filesystem

Requirements

The following system requirements are necessary to successfully complete this Quickstart. Deviations from these requirements may suffice, or may have
other workarounds.

Hardware

® phyCORE-AM335x System on Module (PCM-051)
® phyCORE-AM335x Baseboard (PCM-953)

® Serial Cable (RS-232)

® Ethernet cross-over cable

® AC adapter supplying 5 VDC/ min. 3 A

Software
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® A modern GNU/Linux Operating host system either natively or via a virtual machine:
© Ubuntu 14.04 LTS 64-bit recommended. Other distributions will likely work, please note that some setup information as well as OS-
specific commands and paths may differ.
© If using a virtual machine, VMWare Workstation, VMWare Player, and VirtualBox are all viable solutions.
® Root access to your Linux Host PC. Some commands in the Quickstart will not work if you don’t have sudo access (ex. package installation,
formatting SD card).
® At least 40-50GB free on target build partition.
® SD card reader operational under Linux.
© If you do not have SD card access under Linux then formatting, copying the bootloader, and mounting the root file system on an SD card
will not be possible.
® Active Internet connection

Getting Started With Binary Images
This section is designed to get the board up-and-running with pre-built images.

Connector Interfaces

Use the following as a reference for the connector interfaces on the phyCORE-AM335x RDK that will be used in this Quickstart.

-
-
g
—
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=
.._

Booting the Pre-built Images
The section was designed to show you how to boot the phyCORE-AM335x RDK with the pre-built demo images.
1. Insert a bootable SD card into the SDO (X20) slot on the baseboard. Since the default boot mode for the PD15.1.x release loads the kernel and
root filesystem from the Barebox bootsource selected, configure the board to boot from SD/MMC (Selecting Boot Modes). A bootable SD card

with barebox.bin, MLO, zimage, zImage-am335x-phycore-rdk.dtb, and phytec-qt5demo-image-phycore-am335x-1.tar.gz extracted on the SD card
is required. Instructions for creating an SD card are provided in the Creating a Bootable SD Card section of the Quickstart.
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2. If you ordered a PHYTEC Display such as the LCD-018-070-KAP, plug this into the LCD power and data connectors at X4 and X31.

3. Connect the kit-supplied serial cable from a free serial port on your host PC to the DB9 connector X18 on the carrier board. This is the UARTO
communication channel with the AM335x at RS-232 levels.

4. Connect the kit-supplied Ethernet cable from the Ethernet connector X12 on the carrier board to your network hub, router, or switch. If you do not
have an Ethernet connection you can postpone this step, Linux will boot without the need for Ethernet connectivity but having the connection will
significantly reduce your boot time.

5. Start your favorite terminal software (such as Minicom or TeraTerm) on your host PC and configure it for 115200 baud, 8 data bits, no parity, and
1 stop bit (8n1) with no handshake.

6. Plug the kit-supplied 5 V power adapter into the power connector X3 on the carrier board. You will instantly see the red power LED D2 light up.
You will also start to see console output on your terminal window. If everything was done correctly the board should boot completely into Linux,
arriving at a root@phycore-am335x-1 prompt. The default login account is root with an empty password. Note that the first time the board is
booted it will takes a little while for the SSH server to generate new keys. Subsequent boots should be faster.

COME:115200baud - Tera Term VT | = | [E] |-

File Edit Setup Control Window Help

2.83878%]1 vdd_core: zupplied by vcchu
2.836031] vdd3: 5008 mU
2.840464] vdigl_1pBv: 1880 mU
2_.843984]1 vdigl_1pBv: supplied by vcchu
2.849907] vdig2: at 1888 nU
2.8532281 vdig2: supplied by vcebw
2_8586%5] upll: at 1888 mU
2.8619221 vpll: supplied by vcchu
2.86736%2] vdac: at 1888 mU
2.878598] vdac: supplied by vcchu
2.875982] vauxi: at 1868 nl)
2_.879388]1 vauxl: supplied by vcche
2_.884766]1 vaux2: at 3388 mU
2.888084]1 vaux2: supplied by vcebu
2.893439]1 vaux3d3: at 33808 ml
2.8969621 vaux33: supplied by vecchu
2.982418] vnnc: 1808 <——> 3388 mU at 33808 ml
2.9873921 vmmc: supplied by vcchu
2.913816] tps6591B8-rtc tps6571@-—rtc: IRQG is not free.
2.918747]1 tps65%918-rtc: probe of tps65%718-rtc failed with error -22
2.9278611 at24 B8-8052: 4096 bhyte 24c32 EEPROM. writable. 32 hytessurite
2.935163]1 rtc—md4it88 B-BA68: chip found, driver version B.85
2.942324]1 rtc—mdit880 B-BA6B: rtc core: registered rv4162c? as rtch
2.958732] edt_ft5xP6 B-BB38: touchscreen probe failed
2.956599] edt_ft5xB6: prohe of B-BB38 failed with error -121
2.962836] omap_iZ2c 44eBhBBB.i2c: bus B revB.11 at 488 kH=z
2.9695181 mush—hdrc musbh—hdrc.B.auto: Enabled SW babhble control
2.978586]1 musbh—hdrc mush-hdrc.B.auto: MUSB HDRC host driver
2.985397]1 mush-hdrc mush-hdrc.B.auto: nev USE bus registered,. assigned busz number 1
2.994035]1 usbh ushl: New USE device found. idUendor=1d6b. idProduct=88082
3.8812981 ush ush Mew USB device strings: Mfr=3,. Product=2, SerialNumber=1
3.888955]1 ush ush Product: MUSB HDRC host driver
3.814127]1 usb ushl: Manufacturer: Linux 3.12.24-PDi4.1-rcl mush—hcd
3.8218211] ush ushl: SerialNumber: mush-hdrc.B.auto
3.8277811 hub 1-A:1.8: USBE hub found
3.8317631 hub 1-8A:1.8: 1 port detected
3.837583]1 mush—hdrc mush-hdrc.l.auto: Enabled SW babble control
3.846768] mush—hdrc mush—hdrc.l.auto: MUSB HDRC host driver
3.853588]1 mushb—hdrc mush-hdrc.l.auto: new USE bus registered, assigned bus number 2
3.8622581 ush ush2: Hew USE device found, idUendor=1d6h, idProduct=0082
3.869515]1 ush ush2: New USB device strings: Mfr=3, Product=2, SerialNumber=1
3.877182]1 ush ush2: Product: MUSE HDRC host driver
3.8824311 usb ush2: Manufacturer: Linux 3.12.24-PDi4.1-rcl mush—hcd
3.8892531 ush bh2: SerialNumber: mush-hdrc.1.auto
3.895832]1 hub 2-8 USB hub found
3.8999121 hub 2-8:1.8: 1 port detected
3.154485] tilcdc 4838e@BB.1lcdc: timeout waiting for framedone
3.254418] davinci_mdio 4alB10PA.mdio: davinci mdio revision 1.6
3.268894]1 davinci_mdio 4al@i@BA.mdio: detected phy mask FFfffffa
3.2691892]1 libphy: 4aiB1888.mndio: probed
3.273372] davinci_mdio 4alB1BBA.mdio: phy[B]: device 4alB@1808.mdio:@@, driver SMSC LANS?18-LANBY2A
3.283121] davinci_mdio 4al@iBB@.mdio: phyl2]1: device 4alB1808.mdio: B2, driver Micrel KSZ9821 Gigabit PHY
3.294456] Detected MACID = dP:ff:50:33:20:6c
3.300678] cpsw: Detected MACID = dB:=ff:=5A:33:20:6e
3.388517] rtc—m41t80 B-BB6E: setting system clock to 2015-81-20 19:41:29 UTC (1421782889)>
3.328143]1 kjournald starting. Commit interval 5 seconds
3.3463121 EXT3-f= <(mmchlkBp2>: uszing internal journal
3.351855]1 EXT3-f= <mmchlkBp2>: mounted filesysztem with ordered data mode
3.3522431 UFS: Mounted root <ext3 filesystem) on device 179:2.
3.367875]1 devtmpfs: mounted
3.3716761 Freeing unused kernel memory: 376K (cHBB6B80 — cB8678068>
INIT: version 2.88 bhooting
Starting udev
[ 48753801 udevd[15191: starting version 182
[ 4.522558]1 PHM: request_firmware failed
L 4.824929] cryptodev: driver 1.6 loaded.
INIT: Entering runlevel: &
iConf iguring network interfaces... [ ?.178292]1 net ethB: initializing cpsw version 1.12 {(@>
L ?2.187156]1 net ethB: phy found : id i= = Bx7cBfl
L ?7.1990818]1 8021g: adding ULAM B to HW filter on device eth@
ifup: ignoring unknown interface ethl
Starting syzlogd-sklogd: done

Poky <Yocto Project Reference Distro> 1.7 phycore—am33iSx—1 sdevstty0B
phycore—am335x—1 login: [ 18.2658121 libphy: 4alBi@@B.mdio:=BA - Link is Up - 188-Full
Poky <Yocto Project Reference Distro? 1.7 phycore—am33bx—1 /dev/tty0B

phycore—am325x—1 login:
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1 Troubleshooting
Not seeing any output on the console?

® Check that you have setup the terminal software correctly per step 5.
® Flash the release images from the PHYTEC FTP by creating a bootable SD/MMC card (Creating a Bootable SD Card), then
configure the board to boot from SD/MMC (Selecting Boot Modes).

When finished with the kit demo, from the Linux command line use the reboot command to restart, or the poweroff command to shutdown the system. It
is safe to remove power from the kit when reboot: System halted is printed on the console.

About the Yocto BSP

The Yocto Project is a Linux embedded development environment which provides layers of meta data and tools. PHYTEC's Yocto BSPs are based on the
Poky meta layer, which consists of the bitbake build tool, Linux base recipes, and various scripts to define a rudimentary linux system. The openEmbedded
meta layer is also included in this BSP and is made up of a collection of meta layers which provide recipes for many software packages. The meta-phytec
layer contains recipes and classes common among all BSPs developed by PHYTEC. Within this layer is a SoC specific layer, such as meta-phyam335x,
which defines configuration for barebox, the kernel, and software specific to the various PHYTEC boards using the AM335x.

In order to help get started with PHYTEC's Yocto BSP structure, the phyLinux script can be used to obtain all the BSP sources relevant to your hardware

configuration without interfacing with git or repo. Detailed information on building this BSP from source is provided following the Development Host Setup
section.

Development Host Setup

Host Debian Packages

Yocto development requires certain packages to be installed. Run the following commands to ensure you have the packages installed:

sudo apt-get install gawk wget git-core diffstat unzip texinfo \
gcc-nmultilib build-essential chrpath socat \
l'i bsdl 1. 2-dev xterm

1 The above is the recommended package installation for development on a Ubuntu 14.04 LTS Linux distribution. For a breakdown of the
packages as well as a list of packages required for other Linux distributions, see the "Required Packages for the Host Development System"
section in the Yocto Project Reference Manual: http://www.yoctoproject.org/docs/1.7/ref-manual/ref-manual.html#required-packages-for-the-
host-development-system

Verify that the preferred shell for your Host PC is "bash" and not "dash™:

sudo dpkg-reconfigure dash
# Respond "No" to the pronpt asking "Install dash as /bin/sh?"

Repo Tool

Download and install the repo tool. This tool is used to obtain Yocto source from Git.

cd /opt
sudo nkdir bin

# /opt/ directory has root pernission, change the perm ssions so your user account can access this folder. In
the follow ng replace <user> with your specific usernane
sudo chown -R <user>: bin

cd bin

curl http://commobndat ast or age. googl eapi s. conf gi t - r epo- downl oads/ repo > ./repo
#add directory that contains repo to your path

chnod a+x repo
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Add the repo directory in your PATH, using export from the command line or permanently by including it in .bashrc:

PATH=/ opt / bi n/ : $PATH

Server Setup (Optional)

The following steps describe the setup for TFTP, NFS, and Samba servers. Server setup is not required for working with the board, however they will
significantly reduce time and are highly recommended during the building and development phase.

TFTP

TFTP is a "trivial" file transfer protocol used to transfer individual files across a network. Setting up a TFTP server on your Linux Host PC will allow you to
exchange files with the target board. Some examples where this will be advantageous include:

® Modifying and doing development on the Linux kernel. Barebox can be configured to remotely boot the kernel so you have access to the latest
build without needing to continually reflash the target board.
® Updating images from the bootloader. Transferring files over a network in Barebox is an alternative to using an SD card which eliminates some

time consuming steps such as formatting an SD card.
¢ Individual file transfer to the root fileystem. When Linux has been fully booted you may want to copy a specific file from your Host PC to the target

board (images, application executables).

Install the TFTP server on your Host PC:

sudo apt-get install tftpd-hpa

Specify a folder where the files will reside on your Host PC by replacing the folder path for "TFTP_DIRECTORY" with whatever folder you wish to use as
your TFTP file storage location, or leave the folder as the default.

sudo gedit /etc/default/tftpd-hpa
# letc/default/tftpd-hpa
TFTP_USERNAME="1f t p"

TFTP_DI RECTORY="/var/lib/tftpboot"
TFTP_ADDRESS="0. 0. 0. 0: 69"
TFTP_OPTI ONS="- - secur e"

If you made any changes to the settings of the TFTP server, you need to restart it for them to take effect.

sudo restart tftpd-hpa

If you would like to grant every user on the system permission to place files in the TFTP directory, use the following command, replacing
"<TFTP_DIRECTORY>" with your chosen location.

sudo chnod ugo+rwx <TFTP_DI RECTORY>

Files in the "<TFTP_DIRECTORY>" on your Host PC can now be accessed from another machine on the same network such as the target board by
simply using the IP address of the Host PC. Take note of this IP address, in a typical wired connection this will be "inet addr" listed under "eth0".

ifconfig

NFS

A network filesystem (NFS) server gives other systems the ability to mount a filesystem stored on the Host PC and exported over the network. Setting up
an NFS server on your Linux Host PC gives you access to the target boards root filesystem which will allow you to quickly test applications and evaluate
different filesystem setups for the target board. That is, the root filesystem for the board will actually be located on the remote host Linux machine. This
enables easy access and modifications to the root filesystem during development.

Install the NFS server on your Host PC:

sudo apt-get install nfs-kernel-server

Exported filesystems are designated in the "/etc/exports” file and allow you to choose both the directory to be exported and many settings for accessing the
exports. Below is an example for exporting a folder called "nfs_export-ex" located in a user's home directory.
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sudo gedit /etc/exports
# letc/exports
/ hone/ <user >/ nfs_export-ex *(rw, sync, no_root_squash, no_subt ree_check)

The options (rw, sync, no_root_squash, no_subtree_check) for this folder are essential in setting up the NFS export correctly. For more information on
additional options, refer to the man page for 'exports'.

rw enables: read and write access when the directory is mounted

sync: tells the file-system to handle local access calls before remote access

no_root_squash: allows root access when mounting the file-system

no_subtree_check: reduces the number of checks the server must make to ensure that an exported sub-directory is within an exported tree and

also enables access to root files in conjunction with no_root_squash

After modifying this file, in order to mount the directories as an NFS, you must force the NFS server to export all of the directories listed in "/etc/exports”.

sudo /usr/shin/exportfs -va

Samba

Samba servers are an excellent way to access a Linux file-system on a Windows machine via a network connection. Using a Samba server, it is quick and
easy to transfer files between systems.

To install a Samba server, use the following command:

sudo apt-get install sanba

Before the Samba share can be mounted on another machine it's necessary to modify the configuration file to allow write access and access to home
directories. Start by editing the "/etc/samba/smb.conf" file.

sudo gedit /etc/sanbal/snb. conf

Inside this file there are four specific things that need to be uncommented (remove the ';' at the beginning of the line) to enable the sharing of home folders
and write access. Below is the section that must be modified:

# Share Definitions
# Un-conment the followi ng (and tweak the other settings below to suit)
# to enable the default hone directory shares. This will share each

# user's hone directory as \\server\usernanme

; [ homes]

;. coment = Honme Directories

; browseable = yes

# By default, the home directories are exported read-only. Change the
# next paraneter to 'no' if you want to be able to wite to them

; read only = no

The outcomes after the changes are made follow:

# Share Definitions
# Un-comment the following (and tweak the other settings belowto suit)
# to enable the default hone directory shares. This will share each

# user's hone directory as \\server\usernane

[ hones]

comment = Home Directories

browseabl e = yes

# By default, the hone directories are exported read-only. Change the
# next paraneter to 'no' if you want to be able to wite to them

read only = no

1 It might also be necessary to change the "workgroup" line to match the workgroup for your machine.

To apply the changes, the next step is to restart all Samba-related processes.
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sudo restart snbd
sudo restart nnbd

Lastly, each user needs to have a password enabled to be able to use the Samba server. There are no rules for this password. The simplest method for
choosing this password is to make it the same as the UNIX user's password, but it is not a requirement. After typing in the command below, you will be
prompted to enter the password for the specified user.

sudo snbpasswd -a <user>

As mentioned in the configuration file, the samba share can be connected by accessing "\\<host machine ip>\\<user>" by either mounting a network share
or using Windows explorer to navigate to it.

Building the BSP from Source

Create a directory which will house your BSP development. In this example the BSP directory is /opt/PHYTEC_BSPs/. This is not a requirement and if
another location is preferred (ex. ~/PHYTEC_BSPs) feel free to modify. We recommend using /opt over your HOME directory to avoid errors attributed to ~
syntax as well as the sudo requirement for the root filesystem and automation package building. We also recommend creating a package download
directory (yocto_dl) separate from the yocto tree (yocto_ti), as it makes resetting the build environment easier and subsequent build times much faster.

sudo nkdir /opt/PHYTEC_BSPs
cd /opt/

# /opt/ directory has root pernission, change the perm ssions so your user account can access this folder. In
the follow ng replace <user> with your specific usernane
sudo chown -R <user>: PHYTEC_BSPs

cd PHYTEC BSPs

nkdir yocto_ti

nkdir yocto_dl

cd yocto_ti

export YOCTO DI R="pwd®

At this point you will now be able to navigate to the Yocto directory using the $YOCTO_DIR environment variable.

Download the BSP Meta Layers

Download and run the init script phyLinux:

cd $YOCTO DI R
wget ftp://ftp.phytec. de/ pub/ Software/Li nux/ Yoct o/ Tool s/ phyLi nux
chmod +x phyLi nux

This script will use the repo tool to manage the various git repositories used in this BSP. Repo will automatically be detected by phyLinux if it is found in the
PATH. During the execution of the script, you need to choose your processor platform, BSP release and hardware. The following are the available
AM335x configurations:

phyboard-maia-am335x-1: PB-00702-002

phyboard-wega-am335x-1: PB-00802 with HDMI Adapter PEB-AV-01

phyboard-wega-am335x-2: PB-00802 with GLYN Display AV-Adapter PEB-AV-02

phycore-am335x-1: PCM-051-12102F0C.A1/PCM-953 (Standard Rapid Development Kit)
phycore-am335x-2: 1GiB RAM, 1GiB NAND SOM variant with PCM-953 Carrier Board

phyflex-am335x-1: PFL-A-03-12113F8I.A1/PBA-B-01 (Standard phyFLEX AM335x Rapid Development Kit)

The rest of the Quickstart assumes that the standard phycore-am335x-1 is used, although the other phyCORE-AM335x configurations may be used as
well.
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# You can provide the SoC platformand BSP rel ease as argunents, and then be pronpted to choose your hardware
configuration:
./ phyLinux init -p an335x -r PD15.1.1

# O sinply run the init script and you will be pronpted to choose the desired settings froma list of options
./ phyLi nux init

After the configuration is set up, you can view the current settings by running:

./ phyLi nux info

Start the Build

Run the Yocto build directory setup:

cd $YCCTO DI R
MACHI NE=phycor e- anB35x-1 source sour ces/ poky/ oe-init-build-env build

Add the the new download directory to build/conf/local.conf:

DL_DIR ?= "/ opt/PHYTEC BSPs/yocto_dI "

The setup is complete and you now have everything to complete a build. It is suggested that you start with PHYTEC's hardware bringup image to verify
functionality before building other images. Alternate images are located in various meta layers at meta*/recipes*/images/*.bb. They can be found using the
command bitbake-layers show-recipes "*-image*" in $YOCTO_DIR/build/. Note that images that have been tested with this build are listed when the build
directory is set up with the oe-init-build-env script.

The following will start a build from scratch including installation of the toolchain as well as barebox, Linux kernel, and root filesystem images.

cd $YOCTO DI R/ bui ld
MACHI NE=phycor e- anB835x- 1 bi t bake --continue phytec-qt5denp-i nage

Built Images
All images generated by bitbake are deployed to $YOCTO_DIR/build/deploy/images/phycore-am335x-1:

SD Image: phytec-gt5demo-image-phycore-am335x-1.sdcard
Bootloader: barebox.bin, MLO

Kernel: zimage

Kernel device tree file: zImage-am335x-phycore-rdk.dtb

Root Filesystem: phytec-qt5demo-image-phycore-am335x-1.tar.gz

1 The phyCORE-AM335x SOMs can be populated with various sizes of DDR3 SDRAM. Since the DDR3 initialization is performed by the
bootloader, different versions of MLO are required if using a custom SOM. The available versions of the MLO are:

® barebox-am33xx-phytec-phycore-mlo-128mb.img
® barebox-am33xx-phytec-phycore-mlo-256mb.img
® barebox-am33xx-phytec-phycore-mlo-2x512mb.img
® barebox-am33xx-phytec-phycore-mlo-512mb.img

All of these images are built with the BSP, and are located in the barebox-ipl source directory: $YOCTO_DIR/build/tmp-glibc/work
/phycore_am335x_1-phytec-linux-gnueabi/barebox-ipl/2015.02.0-phy1-r0/git/images/

To change which of these MLO images is deployed to the image directory, edit the machine file located at $YOCTO_DIR/sources/meta-phytec
/meta-phyam335x/conf/machine/phycore-am335x-1.conf and modify the variable "BAREBOX_IPL_BIN".
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Source Locations:
® Kernel: $YOCTO_DIR/build/tmp-glibc/work/phycore_am335x_1-phytec-linux-gnueabi/linux-ti/3.12.30-phy2-r0/git/
© The device tree file to modify within the linux kernel source is: arch/arm/boot/dts/am335x-phycore-rdk.dts and its dependencies.
® Barebox: $YOCTO_DIR/build/tmp-glibc/work/phycore_am335x_1-phytec-linux-gnueabi/barebox/2015.02.0-phy1-r0/git/
® MLO: $YOCTO_DIR/build/tmp-glibc/work/phycore_am335x_1-phytec-linux-gnueabi/barebox-ipl/2015.02.0-phy1-r0/git/
® Toolchain: $YOCTO_DIR/build/tmp-glibc/sysroots/x86_64-linux/usr/bin/arm-phytec-linux-gnueabi/arm-phytec-linux-gnueabi-
Build Time Optimizations

The build time will vary depending on the package selection and Host performance. Beyond the initial build, after making modifications to the BSP, a full
build is not required. Use the following as a reference to take advantage of optimized build options and reduce the build time.

To rebuild Barebox:

bi t bake barebox -f -c conpile && bitbake barebox

To rebuild the Linux kernel:

bi tbake linux-ti -f -c conpile ; bitbake linux-ti

The Yocto project's Bitbake User Manual provides useful information regarding build options: http://www.yoctoproject.org/docs/1.7/bitbake-user-manual
/bitbake-user-manual.html

Customizing the BSP

We recommend you create your own layer and make changes to the existing BSP there. This will make it easier to update the BSP. Instructions and tips
on creating your own layer are available here: http://www.yoctoproject.org/docs/current/dev-manual/dev-manual.html#creating-your-own-layer
Appending Recipes

To modify an existing recipe in your own layer, use a bbappend file. The following is an example of modifying the barebox 2015.02 recipe, barebox_2015.
02.0-phyl.bb, located at $YOCTO_DIR/sources/meta-phytec/meta-phyam335x/recipes-bsp/barebox/

Create a "recipes-bsp/barebox/" directory in your own meta-layer to place the bbappend file in. Make sure that the new file matches the .bb file name
exactly. Alternatively, you may use % after the underscore in place of the specific version for portability with future versions of the recipe.

nkdi r $YOCTO DI R/ sour ces/ <YOUR_META_LAYER>/ r eci pes- bsp/ bar ebox/
vi m $YOCTO DI R/ sour ces/ <YOUR_META_LAYER>/ r eci pes- bsp/ bar ebox/ bar ebox_% bbappend

For information on how to write a recipe, see chapter 5.3 of the Yocto Development Manual: http://www.yoctoproject.org/docs/current/dev-manual/dev-
manual.html#understanding-recipe-syntax

Adding Packages to the build
There are various ways to add a package to the BSP. For example, packages and package groups can be added to image recipes. See the Yocto
Development manual for how to customize an image: http://www.yoctoproject.org/docs/current/dev-manual/dev-manual.html#usingpoky-extend-

customimage-imagefeatures

The following instructions demonstrate how to add a package to the local build of the BSP. First, search for the corresponding recipe and which layer the
recipe is in. This link is a useful tool for doing so: http://layers.openembedded.org/layerindex/branch/dizzy/layers/.

If the package is in the meta-openembedded layer, the recipe is already available in your build tree. Add the following line to $YOCTO_DIR/build/conf/local.
conf:

| MAGE_| NSTALL_append = " <package>"

1 The leading whitespace between the " and the package name is necessary for the append command.
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If you need to add a layer to the BSP, clone or extract it to the $YOCTO_DIR/sources/ directory. Then, modify $YOCTO_DIR/build/conf/bblayers.conf to
include this new layer in BBLAYERS:

BBLAYERS += "${BSPDI R}/ sour ces/ <new_| ayer >"

Configuring the Kernel

The kernel configuration menu allows the user to adjust drivers and support included in a Linux Kernel build. run the following command from the build
directory:

cd $YOCTO DI R/ build
bi t bake linux-ti -c nenuconfig

Then rebuild the kernel:

bi tbake linux-ti -f -c conpile ; bitbake linux-ti

To rebuild the root filesystem:

bi t bake --continue -f phytec-qt5deno-inage

Customizing the Device Tree

The device tree is a data structure for describing hardware, and is a way of separating machine specific information from the kernel. For information on the
device tree concept, devicetree.org is a good source: http://devicetree.org/Device_Tree_Usage

Device trees for PHYTEC products consist of a board DTS file, a SOM dtsi and a carrier board dtsi. The SOM dtsi includes the processor dtsi and contains
definitions for all devices that are located on the SOM, such as NAND flash. Peripherals whose signals are routed through the SOM but whose hardware is
located on the carrier board are defined in the carrier board dtsi, such as MMC. The board file then enables optional nodes that were defined in the dtsi
files that pertain to this specific board configuration. For example, the phyCORE-AM335x SOMs may or may not have SPI NOR flash populated. If it is
populated, then SPI NOR should be enabled in the board dtsi rather than the SOM dtsi.

Additionally, there are separate dtsi files for various expansion boards, such as LCD-018: am335x-phytec-lcd-018.dtsi. For more information on enabling
expansions in barebox, see Expansion Board Settings.

@ To disable a peripheral such as SPI NOR Flash, change the status of the serial_flash node in arch/arm/boot/dts/am335x-phycore-rdk.dts from
"okay" to "disabled":

&serial _flash {

status = "di sabl ed";
partition@ {
| abel = "xl oad";

reg = <0x0 0x20000>;
}s

The kernel source directory has very good documentation and examples on what bindings are supported for specific peripherals: Documentation/devicetree
/bindings/.

Creating a Bootable SD Card

The process requires an SD card reader operational under Linux to format and access the Linux partition of the card. If you do not have SD card access
under Linux then copying the bootloader and mounting the root filesystem on SD/MMC card will not be possible.

1. Determine the SD card device name
a. The SD card device name is of the form /dev/sd[b|c|d|e]. Run the following without and with the SD card connected:

I's /dev/sd*
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b. The device that appeared on the call to Is with the SD card but not the call without is the SD card device.

2. Unmount all partitions of the SD card, using the SD card device name from Step 1:

unount /dev/sd[b|c|d|e]*

3. Load the sd-card image onto the SD card from the linux command line. This will format the appropriate partitions, as well as add Barebox, the
kernel image, and the root filesystem to the card:

sudo dd if=phytec-qt5deno-i nmage- phycor e-anB35x- 1. sdcard of =/ dev/sd[b|c|d|e] bs=1MB

Once the SD card has been formatted, you may update the kernel, root filesystem, and barebox individually as well:
Kernel
1. If modifying the kernel, remove the existing linuximage and device tree binary files:

rm / medi a/ boot/ | i nuxi mage
rm / medi a/ boot/ of tree

2. Load the new Linux kernel and device tree binary to the SD Card. Note that the default bootloader environment is configured to recognize
"linuximage" and "oftree" as the kernel and dts respectively:

cp zl mage /nedi a/ boot/1i nuxi nage; sync
cp zl mage- anB35x- phycore-rdk. dtb /medi a/ boot/oftree; sync

Root Filesystem

1. If modifying the root filesystem, remove the existing:
sudo rm-rf /medial/rootfs/*

2. Load the new filesystem to the SD Card:

sudo tar -zxf phytec-qt5denp-inmage-phycore-anB35x-1.tar.gz -C /media/root/; sync

Bootloader

1. Remove the existing barebox and MLO images:

rm / medi a/ boot / bar ebox. bi n
rm / medi a/ boot / MLO

2. Copy the new images to the SD Card:

cp barebox. bin /nedia/boot/; sync
cp MO / nedi a/ boot/; sync

Boot Configurations

Selecting Boot Modes

The bootloader, one of the key software components included in the BSP, completes the required hardware initialization to download and run operating
system images. The boot mode, selected from the S5 dipswitch on the Carrier Board, determines the location of the primary bootloader. Set the S5

dipswitch correspondingly:
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NAND

Q0000000 0

Tl

NOR

OFF
OFF
ON
ON
OFF
OFF
ON
ON

SD Card

Basic Settings

After application of power, approximately three seconds are allotted for the user to hit any key which will halt autoboot and enter Barebox.
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- COM6:115200baud - Tera Term VT

File Edit Setup Contrel Window Help

harebox 2814.18.8-PDi4.1-prcl-dirty #1 Tue Jan 13 18:56:37 PST 2615

Board: Phytec phyCORE AM335x

omap—hsmmc 48860BBB.mmc - registered as 4806680008.mmc
hooting from MMC

mnc@A: detected 5D card version 2.8

mncB: registered mmcB

harebox 2014.10.8-PD14.1-rcl—dirty #1 Tue Jan 13 18:56:55 PST 2015

Board: Phytec phuyCORE AM335x
cpsw 4al@BAB@.ethernet: detected phy mask Bx5
mdio_bus: miibusB@: prohed
eth@: got preset MAC address: dB:ff:50:33:28:6c
m25p88 m25p80A: =25=21064p (8192 Khytes)
iZc—omap 44eBbBBAB.iZc: bus -1 revB.11 at 4880 kHz=
smnc 48060008 .mmc : registered az 48860888 .mmc
detected SD card version 2.8
registered mmcB
ONF1 param page B valid
nan ONFI flash detected
nand: MAND device: Manufacturer ID: Bx2c. Chip ID: Bxdc (Micron MTZ29F4GBEABADAH4>,. 512ZMiB. page size: 2848, 00B size: 64
netconsole: registered as netconsole—1
malloc space: AxBffABABA —> Bx?fdfffff <size 255 MiB>
running Zenv/binAsinit...

Hit m for menu or any other key to stop autoboot: 3

type exit to get to the menu
bareboxBPhytec phyCORE AM335%x:/ []

1 help is a useful tool in Barebox to show available commands and usage.

Expansion Board Settings

This BSP supports enabling and disabling various expansion boards that may be used along with the carrier board via the bootloader. This functionality
allows for certain pin configurations to be added or removed from the device tree without needing to recompile the kernel. Please note that not all of these
will be compatible with your specific board.

® To view the available expansion boards:

I's / env/ expansi ons/

anB35x- phyt ec-1 cd- 018- pba- b-01 anB35x- phyt ec-1 cd- 018- pba-c- 01

amB835x- phyt ec-1 cd-018- pcm 953 anB35x- phyt ec-1 cd- 018- peb- av- 02
anB35x- wega- peb-av-01 anB35x- wega- peb-eval - 01

Enable an expansion board by adding it to /env/config-expansions:

edit /env/config-expansions

® You should see something similar to the following. By default, Barebox built with the phyCORE-AM335x RDK configures the kernel to enable
display LCD-018:

#!/bi n/ sh
/ env/ expansi ons/ anB35x- phyt ec-1 cd- 018- pcm 953

1 The 3.12 kernel used by this BSP does not support device tree overlays.

Network Settings

You can check the target's network settings by running the following:

devi nfo ethO
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The ethaddr variable is the MAC id of the target. This is a pre-programmed value which is read from the EEPROM and matches the sticker on the SOM.
To modify any of the network settings, type:

edit /env/network/ethO

You should see something similar to the following, modify the variables to specify your network configuration for ETHO:

i paddr =###. #i#. #itH. #itH
net mask=###. ###. ###. ###
gat eway=#H#HE. #iH. #iH, #H#
Serveri p=#H##. #Hitt. #H#. Hit#

® jpaddr
A dedicated IP address for the SOM. This is crucial if TFTP will be used for updating the device's images at any point.

®* netmask
Netmask for the network: typically 255.255.255.0. This is only necessary if the TFTP directory is located on another network.

® gateway
Gateway IP for the network. This is only necessary if the TFTP directory is located on another network.

® serverip
IP address of the host or another machine. serverip corresponds to where the TFTP directory, if it exists, is located.

Saving Configurations

From any of the Barebox scripts, return to the Barebox prompt by pressing CTL+D to apply changes or CTL+C to cancel. To retain changes, at the
Barebox prompt save the environment.

saveenv

Boot Options

The target can be booted from on-board media or from a development host via network. In our standard configuration, this BSP release loads the kernel
and root filesystem from the bootsource selected in the hardware.

For booting via network, the development host is connected to the phyCORE-AM335x RDK with a serial cable and via Ethernet; the embedded board
boots into the bootloader, then issues a TFTP request on the network and boots the kernel from the TFTP server on the host. Then, after decompressing

the kernel into RAM and starting it, the kernel mounts its root filesystem via the NFS server on the host. This method is especially useful for development
purposes as it provides a quick turnaround while testing the kernel and root filesystem.

Stand-Alone NAND Boot

To use the target stand-alone, the kernel and root filesystem have to be made persistent in the on-board media of the device. This is done by default in the
kit, however if the kernel and root filesystem are not available in the on-board media or you would like to update them, refer to the Flashing Images section f
or information on flashing images.

When set in the dipswitch (Selecting Boot Modes section), the device is configured by default to boot the kernel and mount the root filesystem from flash.
By simply resetting or power cycling the board the target will boot into Linux.

The nand boot entry can also be run from the Barebox shell:

boot nand

Remote Boot

The network-remote boot variant is intended to be used during development because of the frequent need to rebuild the Linux kernel and root filesystem.
TFTP and NFS accelerate the development process. Reflashing the newest kernel and root file system to the SOM after every new build would be very
cumbersome and time consuming. All that is needed is an Ethernet connection and a network aware bootloader which can fetch the kernel from a TFTP
server.

Restart the board and stop autoboot to go into the Barebox shell. Run the command:

boot net
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Stand-Alone SD/MMC Card Boot

The SD/MMC card boot variant is an alternative stand-alone boot option. All that is needed is a properly formatted (see the Creating a Bootable SD Card se
ction of the Quickstart) SD/MMC card.

Restart the board and stop autoboot to go into the Barebox shell. Run the command:

boot mt

Custom Boot

You may have custom boot requirements that are not covered by the four available boot files (nand, net, mmc, spi). If this is the case you can create your
own custom boot entry specifying the kernel and root filesystem location.

® |n Barebox, create your own boot entry, for example named custom:

edit /env/boot/custom

® Use the following template to specify the location of the Linux kernel and root filesystem. Please note that the text in <> such as <kernel_loc_b
ootm.image>, <rootfs_loc_dyn.root>, and <nfs_root_path> are intended to be replaced with user specified values.

#!/bi n/ sh

gl obal . boot m i mage="<ker nel _| oc_boot m i mage>"
gl obal . boot m of tree="<dts_| oc_boot m of t ree>"

nf sroot ="<nfs_root _pat h>"
boot args-ip
/ env/ confi g- expansi ons

gl obal . Ii nux. boot args. dyn. root =" <root fs_I oc_dyn. r oot >"

© <kernel_loc_bootm.image>
Specifies the location of the Linux kernel image
" /dev/nand0.kernel.bb - To boot the Linux kernel from NAND
" ${path}/linuximage - To boot the Linux kernel via TFTP
= /boot/linuximage - To boot the Linux kernel from SD/MMC card
O <dts_loc_bootm.oftree>
Specifies the location of the device tree binary
= /dev/nandO.oftree.bb - To boot the device tree binary from NAND
= ${path}/oftree - To boot the device tree binary via TFTP
" /boot/oftree - To boot the device tree binary from SD/MMC card
o <rootfs_loc_dyn.root>
Specifies the location of the root filesystem
" root=ubiO:root ubi.mtd=root rootfstype=ubifs - To mount the root filesystem from NAND
" root=/dev/nfs nfsroot=$nfsroot,vers=3,udp rw consoleblank=0 - To mount the root filesystem via NFS
= root=/dev/mmcblkOp2 rootfstype=ext3 rootwait - To mount the root filesystem from SD/MMC card
© <nfs_root_path>
Only required if mounting the root filesystem from NFS. Replace with the following:
® nfsroot="/home/${global.user}/nfsroot/${global.nostname}"

Once complete with file modifications exit the editor using CTRL+D. Save the environment:

saveenv

To run your custom boot entry from the Barebox shell:

boot custom

Default Boot

The device is configured by default to boot the kernel and mount the root filesystem from the bootsource set for Barebox in the dipswitch (Selecting Boot
Modes). This default setting can be changed by adding or modifying the global.boot.default environment variable.
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edit /env/init/bootsource

Comment out the if else statements which set the boot sequence depending on the Barebox bootsource, and add the global.boot.default variable to set to
the desired boot source. This variable can be set to any of the entries in /env/boot. For example, to set the default boot configuration to net, global.boot.
default should be set in the following way:

gl obal . boot . def aul t =net

Exit the editor by CTRL+D and save the environment (saveenv). On a reset or power cycle the new default boot source will take affect. Similarly it will be
used in the Barebox shell when executing the following:

boot

Flashing Images

The board Development Kit is delivered with a pre-flashed bootloader. The following instructions for flashing images from TFTP or SD card will be useful if
you want to:

® Flash images because NAND is empty
® Upgrade to a new release
® Use custom built images

The images to be flashed will need to be copied to the exported TFTP directory or the /boot partition of a properly formatted SD card as described in the Cr
eating a Bootable SD Card section of the Quickstart.

After making all required connections, power on the board and enter Barebox:

If flashing from TFTP, connect an Ethernet cable from the Ethernet connector ETH1 on the Carrier Board to your network hub, router, or switch.
If flashing from SD card, insert a correctly formatted SD card into the SD/MMC card slot connector X20 on the Carrier Board.

Connect a serial RS-232 cable from a free port on your Host PC to the connector X18 on the Carrier Board.

Start your favorite terminal software (Windows: PuTTY or TeraTerm; Linux: Minicom) on your Host PC and configure it for 115200 baud, 8 data
bits, no parity, and 1 stop bit (8n1).

® Power on your board by connecting the 5 V wall adapter to X3 on the Carrier Board.

After application of power, within approximately three seconds, hit any key to halt autoboot and enter Barebox. If an Ethernet cable is connected
and the network has been configured, TFTP will automount to /mnt/tftp. If an SD card was inserted and Barebox was booted from MMC, the /boot
partition will automount to /boot.

1 If booting the bootloader from a source other than MMC, the /boot partition of the SD/MMC card will not automatically mount. To mount, execute
the following commands each time you stop autoboot from Barebox or add them to /env/init/automount so this is done automatically:

nkdir -p boot
nmount /dev/ mt0.0 boot

If flashing from TFTP, additional setup to configure the Barebox environment variables to meet your network environment and development host settings is
required. The current network settings can be checked in /env/network/eth0.

If you need to change you network configuration, type:

edit /env/network/ethO

Edit the settings as described in the Network Settings section of the Quickstart. Save the environment and reboot the board, this will automount your tftp
server at boot to /mnt/tftp.

Barebox
If you would like to upgrade, have custom Barebox requirements, or are interested in seeing the version you built in action, follow the steps below:

barebox.bin should be copied to your TFTP exported directory or the /boot partition of the SD card depending on your chosen flashing procedure.

Page 16



PHYTEC

® Copy the new Barebox from your tftp-server or SD card into the module's RAM:
Method: TFTP

cp /mt/tftp/barebox.bin .

Method: SD/MMC

cp / boot/ barebox. bin .

® Store the Barebox image into NAND Flash:

erase /dev/ nandO. bar ebox. bb
cp barebox. bi n /dev/ nandO. bar ebox. bb

® Copy the MLO into the module's RAM in the same manner as barebox.bin. To store the MLO in NAND Flash:

erase /dev/ nandO. x| oad. bb
cp MO /dev/ nandO. x| oad. bb

® To restore the barebox environment in NAND Flash to the default environment:

erase /dev/ nandO. bar eboxenv. bb

1 If something goes wrong and you don’'t have a bootloader anymore on your module you need to boot from an SD card into Barebox (set the DIP-
switch as stated in Boot Configurations) and then do the flashing. See the Creating a Bootable SD Card section of this Quickstart for a
description of how to create a bootable SD card.

Kernel
Placing the kernel into NAND Flash allows booting the system without the need for the TFTP hosted kernel image. This is the most common place to put
the kernel in a stand-alone application. Normally development is done using a TFTP hosted kernel image until the configuration has become more stable

and is unlikely to change frequently. Once stable, the kernel image can be moved to NAND Flash. This section assumes a Linux kernel with file name
linuximage is available on the exported TFTP directory or /boot partition of the SD card depending on your chosen flashing procedure.

® Erase the area of NAND Flash reserved for the kernel image and device tree binary partitions:

erase /dev/nandO. ker nel . bb
erase /dev/nandO. oftree. bb

® Copy the Linux kernel from your tftp-server or SD card and store it into the NAND Flash:
Method: TFTP

cp /mt/tftp/linuxi mage /dev/nandO. kernel . bb
cp /mt/tftp/oftree /dev/ nandO. oftree. bb

Method: SD/MMC

cp /boot/Ilinuxi mage /dev/ nandO. ker nel . bb
cp / boot/oftree /dev/nandO. oftree. bb

Root Filesystem
Similar to the Linux kernel, placing the root filesystem into NAND Flash allows booting the system without the need for a remote connection to the NFS

server. This section assumes a root filesystem of the form root.ubifs available on the exported TFTP directory or /boot partition of the SD card depending
on your chosen flashing procedure. Note that you should not flash Linux’s root filesystem into NAND the same way as you did with Linux kernel.
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® Ubifs keeps erase counters within the NAND in order to be able to balance write cycles equally over all NAND sectors. So if there’s already an
ubifs on your module and you want to replace it with a new one, using erase and cp will also erase these erase counters, and this should be
avoided. Instead, execute the following:

ubi f ormat / dev/ nandO. r oot
ubi attach /dev/ nandO. r oot
ubi mkvol /dev/ubiO root 0O

® Copy the root filesystem from your tftp-server or SD card and store it into the NAND Flash:
Method: TFTP

cp /mt/tftp/phytec-qt5deno-i nmage- phycore-anB35x- 1. ubi fs /dev/ ubi 0. root

Method: SD/MMC

cp / boot/ phyt ec- qt 5denmp- i mage- phycor e- anB835x- 1. ubi fs /dev/ ubi 0. r oot
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